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Abstract—Image denoising by block matching and three-

dimensional transform filtering (BM3D) is a two steps state-of-

the-art algorithm that uses the redundancy of similar blocks in 

noisy image for removing noise. Similar blocks which can have 

some overlap are found by a block matching method and grouped 

to make 3-D blocks for 3-D transform filtering. In this paper we 

propose a new block grouping algorithm in the first step of 

BM3D that improves the performance of denoising algorithm 

especially in heavy noise conditions. In heavy noise conditions, 

BM3D causes some artifacts in the filtered image. These artifacts 

are reduced by the proposed block grouping algorithm. In the 

proposed block grouping method, beside of a similarity measure 

used for block matching, the amount of overlap between blocks is 

considered. Experimental results show that the proposed block 

grouping method can improve the performance of BM3D in 

terms of both peak signal-to-noise ratio (PSNR) and visual 

quality.  

 
Index Terms—3-D transform, block matching, BM3D, 

denoising, filtering, image, overlap  

 

I. INTRODUCTION 

      IGITAL images are corrupted by noise during acquisition, 

compression, and transmission. There are many denoising 

algorithms, using different methods and tools such as wavelet 

transform, Principal Component Analysis (PCA), Singular 

Value Decomposition (SVD), partial differential equations, 

and linear or non-linear filtering in spatial domain. The image 

denoising algorithms attempt to reduce the noise, while 

preserving the image features with minimum artifacts. 

Transform domain denoising methods typically assume that a 

linear compound of basic elements can approximate the noise-

free signal, so the signal is sparsely represented in the 

transform domain. The strategy of the wavelet domain 

denoising algorithms can be summarized in three stages 

including: applying wavelet transform, removing noise in 

transform domain by different rules, and an inverse transform 

on denoised coefficients. In some algorithms, the noise is 

removed base on thresholding wavelet coefficients [1]. In this 

approach, noise can be deleted by changing coefficients which 

are smaller than a selected threshold to zero. Different 

shrinkage functions have been used for better denoising [2]-

[4]. Some algorithms try to use dependencies of wavelet 

coefficient in inter/intra-scale [5]-[7]. A group of image 

denoising methods operate in spatial domain. For example 

Non–Local Mean (NLM) algorithm presented in [8]-[9], takes 

advantages of the high degree of spatial redundancy in image 

pixels. Each pixel is estimated by a weighted averaging 

process over its neighboring pixels (patch). The weights are 

determined based on the similarity of the pixel with the patch 

pixels. Larger weights are allocated for more similar pixels 

and vice versa. 

To speed up and increase the performance of NLM 

algorithm, different techniques are proposed. For example, 

D.V. De Ville et.al. perform a dimensionality reduction on the 

NLM algorithm by using PCA and derive Stein’s Unbiased 

Risk Estimate (SURE) to find the optimal weights [10]. As 

another example, SVD and K-means clustering techniques are 

used for robust block classification in [11]. In another 

approach, NLM algorithm is speed up by using the Laplacian 

pyramid [12].  

A combination of transform domain and spatial domain 

image denoising algorithms is presented in BM3D algorithm 

[13], [14]. BM3D heightened sparse representation in 

transform domain by collecting similar fragments in spatial 

domain (grouping). For simplicity fragments are considered as 

1 1N N squares which is named block. In this paper we 

propose a new block grouping algorithm that improves the 

performance of denoising algorithm, especially in heavy noise 

conditions. The proposed algorithm tries to make block groups 

with minimum overlap between blocks in each group. 

Experimental results show that the proposed method improves 

the performance of BM3D in terms of both peak signal-to-

noise ratio and the visual quality of denoised images. 

The paper is organized as follows. The BM3D denoising 

algorithm is explained in section II. The proposed grouping 

algorithm is described in section III. Some simulation results 

and conclusions are represented in Section IV and V 

respectively.    

II. THE BM3D ALGORITHM 

The BM3D image denoising algorithm operates in two steps 

as explained in the sequel.  

Step1: Basic Estimate 

For a noisy image z , some blocks are considered as 

reference blocks. They are overlapped blocks which are 

selected in a sliding manner with a fixed step in horizontal and 

vertical directions. For finding similar blocks to a reference 

one, a full-search block-matching is done in a square area 

around the reference block. If 
xZ and 

RxZ are the block and 
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the reference block in z , located at x and 
Rx  respectively, 

then the similarity distance is calculated as 
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where x  is the coordinate of the top-left corner of the block 

and 1

htN denotes the size of square block in the first step of 

BM3D that includes hard thresholding. 
2|| . ||  stands for  the 

2l -norm.  

For more corrected grouping, a 2-D transform with a hard 

threshold is apply on each block to reduce noise before 

calculating the similarity distance. So (1) is modified to (2) as  
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where   is a hard threshold operator and 
2

ht

D  is a 2-D linear 

unitary transform operator (e.g. DCT, DFT, etc.). Each group is 

made by stacking together maximum
2

htN  similar noisy blocks, 

with similarity distances less than a predefined threshold 

( ht

match ), in a 3-D array form, 
RxZ . A bold-face capital letter 

denotes the group of blocks. A normalized 3-D transform is 

applied on each group and noise is removed by a hard threshold 

filtering. So denoised group 
R

ht

xY are calculated as  
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where 
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 denotes the adopted normalized 3-D 

linear transform and its inverse transform in the first step, 

respectively. After denoising all block groups, a denoised 

image is constructed from the filtered block groups in the 

basic step. Because of overlap that exists between blocks in a 

group and between groups, there are several estimates for most 

of the pixels in the image. Therefore, the pixels of the basic 

estimate image are obtained by weighted averaging on 

estimated pixels. 

Step2: Wiener Estimate 

 In the second step, a grouping is executed based on the 

basic image estimated in the first step. The similarity distance 

is computed as  
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where 
RxY and 

xY are two blocks in the basic image. 

1

wie
N denotes the size of blocks in the Wiener step. 

Corresponding blocks from the noisy image are stacked 

together base on this grouping to make 3-D blocks ready for 

filtering. The 3-D noisy blocks are denoised by applying 

Wiener filter instead of hard thresholding used in the first step. 

Wiener shrinkage coefficients are calculated as 
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where 
3

wie

D  denotes the adopted normalized 3-D linear 

transform in the second step on the group x R

basic
Y  . Denoised 

blocks in each group are estimated as  

1
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where 
1

3

wie

D



  denotes the inverse adopted normalized 3-D 

linear transform in the second step on the group x R

basic
Y . 

Because of overlap that exists between blocks in a group and 

between groups, there are several estimates for most of the 

pixels in the final image. Therefore, similar to the first step, 

the pixels of final denoised image are obtained by weighted 

averaging on estimated pixels by Wiener filter.  

Several techniques have been proposed for improving 

BM3D algorithm [15]-[19]. Shape adaptive fragments are used 

instead of square blocks in [15]. A separable composition of 

the 2-D shape adaptive DCT and the 1-D Haar wavelet full-

dyadic decomposition are employed as 3-D transform. In 

another improvement, PCA is used on these fragments to 

improve sparsity [16]. Presented results show improvement for 

low level noise conditions ( 35  ) [16]. BM3D is improved 

by using a soft thresholding instead of hard thresholding in 

basic estimate step [17]. For heavy noise conditions, the 

results of BM3D are improved by some modifications in the 

first step of the algorithm including transform type, group size, 

and threshold values [18]. Another improvement in the Wiener 

step for heavy noise conditions is proposed by using a 

bounded block matching in [19]. A segmenting process is 

done on basic image for detecting the bounds. Block-matching 

is limited in the region where the templates of the reference 

blocks are located. 

 A new block grouping algorithm is proposed in this paper 

that is implemented in the first step of BM3D algorithm. The 

details of proposed algorithm are presented below.  

III. PROPOSED METHOD 

In the proposed grouping algorithm, the attempt is to make 

groups of blocks with maximum similarity and minimum 

overlap between blocks. To simplify the implementation, the 

algorithm is executed as explained in the sequel. For each 

reference block, all similar blocks in the search area that have 

similarity distances less than a predefine threshold ht

match  are 

determined and collected in a block set with 
AllN blocks. A 

block group is made from the block set as explained below.  
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The first member of the group 
RxZ , is the reference block 

that has zero distance with itself. The second member is a 

block from 1AllN  remained blocks in the block set that has 

minimum overlapped with the reference block. The third 

member of group is selected from 2AllN   remained blocks, 

such that it has a minimum average overlap with the first and 

the second member of group. The next group members are 

selected from the remained blocks if they have minimum 

average overlap with the previous group members. The 

amount of overlap is defined as the number of shared pixels 

between two blocks. Two blocks can have overlap up to 

maximum 
1 1( 1)ht htN N   pixels. In Fig.1, two examples of 

amount of overlap are shown. The amount of overlap between 

two blocks 
ixZ  and 

jxZ is denoted by ( , )
i jij x xO Z Z . The 

average overlap for 
xjZ  is denoted by jO  and calculated as 

1 1 1
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,

( 1)

g

i j

M
ij x x

j
ht ht

i
i j

O Z Z
O

N N
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Where 
gM  is the number of previous members in the group.  

If there are more than one block that have the same minimum 

average overlap, the most similar block is selected as the next 

member. The grouping algorithm is continued until the 

number of group members is equal to 
2min( , )ht

AllN N . When 

the group members are determined, they are sorted base on 

their similarity distance from the reference block. After 

grouping, the first step of BM3D algorithm is proceeded on 

provided block groups. Then, the second step of BM3D is 

executed without any change.     

IV. EXPERIMENTAL RESULTS 

  To evaluate the effect of proposed block grouping method on 

the performance of BM3D denoising algorithm, we 

implemented BM3D algorithm as described in [13] in Matlab 

software. Moreover, the modified BM3D algorithm by the 

proposed block grouping method was implemented. A number 

of 12 images were used for the test. Gaussian noises with 

standard deviations of 100 and 120 were added to the test 

images. The noisy images were filtered by both BM3D and the 

modified BM3D denoising algorithms. Simulation results for 

two noise levels are presented in Table I and Table II. The 

quality of filtered images by two algorithms are compared in 

term of PSNR.  The first seven test images mentioned in the  

tables are available on [20]. Their   sizes are 512×512 pixels 

except for House that is 256×256 pixels.  Other test images are 

available in Matlab software and are shown in Fig.2.  2-D 

DCT and 1-D Haar transforms are used in both steps of 

BM3D, such as in [14]. Simulation results show that proposed 

modified BM3D algorithm provided a higher PSNR for all test 

images. The average PSNR on all test images has been 

improved by the proposed algorithm about 0.38 dB for the 

both noise levels. Moreover, simulation results show a higher 

degree of visual quality for provided images by the proposed 

method. Sample visual results are presented in Fig.3 and Fig.4. 

It is obvious; artifacts are decreased significantly in provided 

images by the proposed method. 

 

 
 

 

       
 

(a)                                       (b) 

     Fig.1. Demonstration of amount of overlap between two blocks. (a)  

1 pixel overlap, (b) 56 pixels overlap 

      

                 
Fig.2. Sample test images. From left to right and up to down:                  

Liftingbody, Coins, Moon, Tape, and Circuit. 

TABLE I.  Comparing simulation results provided by BM3D and 

Modified BM3D in term of PSNR for σ = 100 

Modified 

BM3D 
BM3D Image 

25.91 25.59 House 

25.96 25.67 Lena 

23.55 23.45 Barbara 

23.84 23.73 Boat 

23.49 23.37 Couple 

24.68 24.51 Hill 

24.56 24.35 F16 

29.00 28.13 Liftingbody 

29.83 29.07 Moon 

28.00 27.29 Tape 

25.14 24.81 Coins 

25.58 25.02 Circuit 

25.80 25.42 
Average on all 

images 
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V. CONCLUSIONS 

In this paper we proposed a modification on BM3D image 

denoising algorithm. A new block grouping algorithm was 

proposed that considers not only the similarity between blocks, 

but also the amount of overlap between blocks while grouping. 

Simulation results show that the proposed algorithm can 

improve the performance of BM3D image denoising algorithm 

in terms of PSNR and visual quality.  

In the proposed grouping algorithm the attempt is to make 

groups of blocks with maximum similarity and minimum 

overlap between blocks. This idea was simplified for easy 

implementation. However, in future research works, a more 

complicate implementation may provide better results. 
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for σ=120.   

http://journals.usb.ac.ir/IJCIT/en-us/MainPage



International Journal of Communications and Information Technology, IJCIT IJCIT-2012-Vol.1-No.2 Dec. 2012 
 

 

38 

 

[6] L. Sendur, I.W. Selesnick ,“Bivariate shrinkage functions for 

wavelet-based denoising exploiting interscale dependency,” IEEE 

Transactions on Sign  al processing, vol. 50, no. 11, pp. 2744-

2756, Nov. 2002. 

[7] A. Pizurica, W. Philips, I. Lemahieu, M. Acheroy ,“A joint inter- and 

intrascale statistical model for Bayesian wavelet based image 

denoising” , IEEE  on Image Processing, vol. 11, no. 5, pp. 545 - 

557 May 2002. 

[8] A. Buades, B. Coll, and J.M.Morel, “A review of image denoising          

algorithms, with a new one,” SIAM Journal on Multiscale 

Modeling   and Simulation, vol. 4, no. 2, pp. 490–530, Jul. 2005. 

[9] A. Buades, B. Coll, and J. M. Morel, “A non local algorithm for 

image  denoising,” IEEE Conf. on Computer Vision and Pattern 

Recognition (CVPR), vol. 2, pp. 60–65, June. 2005. 

[10]  D.V. De Ville, M. Kocher ,“Non-local means with dimensionality 

reduction and SURE-based parameter selection” Image Processing, 

IEEE Transactions, vol. 20, no:9, pp. 2683 – 2690, Sept. 2011. 

[11] T. Thaipanich, B. Tae Oh, P.-H. Wu, D. Xu, and C.-C. Jay Kuo, 

“Improved image denoising with adaptive nonlocal means (ANL-

Means) algorithm,” Consumer Electronics, IEEE Transactions on, 

vol. 56, no. 4, pp. 2623 – 2630, Nov. 2010. 

[12] Y. L. Liu, J. Wang, X. Chen, Y. W. Guo, and Q. S. Peng, “A robust 

and fast non-local means algorithm for image denoising,” Journal of 

Computer Science and Technology, vol. 23, no. 2, pp. 270-279, 

Mar. 2008. 

[13]  K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “Image 

denoising with block-matching and 3-D filtering,” in Proc. SPIE 

Electronic Imaging: Algorithms and Systems V, vol. 6064A-30, 

San Jose, CA, USA, Jan. 2006. 

[14] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian,    “Image 

denoising by sparse 3-D transform-domain  collaborative filtering,” 

IEEE Transactionson Image Processing, vol. 16, no. 8, pp. 2080–

2095, Aug. 2007. 

[15] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “A nonlocal and 

shapeadaptive transform-domain collaborative filtering,” Proc. 

Int. Workshop on Local and Non-Local Approx. in Image Process., 

LNLA 2008, Lausanne, Switzerland, Aug. 2008. 

[16] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “BM3D image 

denoising with shape-adaptive principal component analysis,” 

Proc. Workshop on Signal Processing with Adaptive Sparse 

Structured Representations (SPARS’09), Saint-Malo, France, Apr. 

2009. 

[17] M. Poderico, S. Parrilli, G. Poggi, and L. Verdoliva, “Sigmoid 

shrinkage for BM3D denoising algorithm,” Multimedia Signal 

Processing (MMSP), 2010 IEEE International Workshop, pp.423 – 

426, Saint Malo, 4-6 Oct. 2010. 

[18]  Y. Hou, C. Zhao, D. Yang, and Y. Cheng, “comment on image 

denoising by sparse 3-D transform-domain collaborative filtering,” 

IEEE Trans. Image Process, vol. 20, no. 1, pp. 268 – 270, Jan. 2011. 

[19] Q. Chen, and D. Wu, “Image denoising by bounded block matching 

and 3-D filtering,” Signal Processing ,vol. 90, no. 9, pp. 2778-2783, 

Sep. 2010.  

[20] BM3D. Public release v1.6. [Online]. Available: http://www.cs.tut.fi/ 

foi/GCF-BM3D/ 

http://journals.usb.ac.ir/IJCIT/en-us/MainPage




