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ABSTRACT
Nowadays, time series analysis is an important challenge in engineering problems. This paper proposes a Comprehensive Learning Polynomial Autoregressive Model for predicting linear and nonlinear time series. The model is based on the autoregressive model but developed in a polynomial aspect to make it more robust and accurate. The model predicts future values by learning the weights of the weighted sum of the polynomial combination of previous data. The learning process for the hyperparameters and properties of the model in the training phase is performed by the metaheuristic optimization method. Using this model, we can predict nonlinear time series, as well as linear time series. The proposed method was implemented on eight standard stationary and non-stationary large-scale real-world datasets. It outperformed the state-of-the-art methods that use deep learning in seven time series and has better results compared to all other methods in six datasets. Experimental results show the advantage of the model’s accuracy over other compared methods on various prediction tasks based on the root-mean-square error.

I. INTRODUCTION
Nowadays, time series prediction is used in a wide range of areas including energy [1], traffic [2],[3], economy tourism [4], and health [5]. The methods defined for time series prediction are divided into statistical and non-statistical sections. The autoregressive (AR) and Autoregressive Integrated Moving Average (ARIMA) models are two examples of statistical methods [6]. Models for forecasting commodity prices, including oil or natural gas are already in application with ARIMA [7]–[9]. Also, these methods are used for load forecasting in power systems with acceptable results [10]. These methods are linear models for accurate prediction of time series; however, these are only satisfactory for linear time series and unsuitable for nonlinear time series [11]. Multiple methods have been extended from classic methods to satisfy this limitation. Multiresolution autoregressive model (MAR) is a wavelet-based AR model presented in [12]. Due to Kalman filter-inspired recurrence scheme, which allows not recomputing all estimations for each new value, this method is a faster and more flexible algorithm than the basic AR model.

Neural networks [13]–[16],[17] and Fuzzy methods [18]–[21] are known as non-statistical and soft computing methods. The advantages of artificial neural networks are their flexible nonlinear modeling capability, strong adaptability, and their learning and extensive parallel computing abilities [22],[23], but the neural network is inadequate in predicting linear time series and also requires a lot of training data to accurately predict future data [24]. In [25], time series is decomposed using multiscale fast wavelet transform, and each scale’s wavelet coefficients are learned with a multilayer perceptron to predict the next sample of time series. More recently, more deep learning-based methods have been developed but
Algorithm I. Fitness Function

Input: particles
Output: RMSE
/* decoding particles to matrix of weight matrix and bias */
1: for each number j of time series window do
2:   for each power i of CLPAR model do
3:     set i-th particle from j-th part with n size particles to w(i, j)
4:   end for
5: end for
6: set last particle to bias
/* predict last data of windows with weight and bias based on Eq. 3 */
7: for each position i in time series window do
8:   set 0 to p
9:   for each number j of time series window do
10:  for each power k of CLPAR model do
11:    set power k of i-th data in j-th window multiplied by w(j, k) to p
12:   end for
13: end for
14: set p + bias to ypredict(i)
15: end for
/* calculate RMSE by applying Equ. 5 */
16: set square sum of \((y - ypredict)^2\) divided by size of y to RMSE

these methods also have the same advantages and disadvantages. High-order Fuzzy Cognitive Maps (HFCMs) are learned via Convolutional Neural Network (CNN) deep learning networks in [26].

Fuzzy methods predict the time series using a function-estimation approach by one or more fuzzy rules [27]. In these methods, every sample of time series is used to evaluate parameters of the fuzzy model and then the error of test data reported [28],[29]. In [30], the Adaptive-Network-Based Fuzzy Inference System (ANFIS) is employed by using a hybrid learning procedure. In [27], sparse autoencoder (SAE) extracts features from the original time series and feeds them to an HFCM predictor. A combination of HFCMs with SAE output is used to calculate the predicted time series. Another FCM-based method is mentioned in [31], where HFCMs are combined with Haar wavelet transform to manage nonstationary time series.

In the real world, time series are composed of linear and non-linear parts. The abovementioned methods are only appropriate for either linear or non-linear time series. As the nonlinear part of the time series dominates the linear part, the nonlinear models produce a satisfactory result. The same outcome is achieved when the linear part of the time series is greater than the nonlinear part. In either case, one part of the time series is ignored, which reduces the prediction accuracy [32].

This paper introduces a polynomial model generalized from the classic AR model in which nonlinear properties, besides linear ones, are considered. The method provides nonlinearity with the possibility of having different powers of previous data points. Section II introduces the proposed model with two phases of training and testing algorithms. In section III, the RMSE value of the proposed method is compared with the other methods. Section IV presents the concluding points. AR-based methods make accurate predictions of linear time series but they are unable to predict nonlinear real-world problems [12]. The proposed model can be considered an extension of the AR model, Equ. (1) is used in AR-based models from a prediction that is the linear sum of the previous amounts [33].

\[
Y_t = \sum_{i=1}^{p} \phi_i Y_{t-i} + \varepsilon_t
\]  

(1)

But, the behavioral pattern of the series might not be entirely linear, so this paper presents an equation that does not have this limitation. A separate coefficient is assigned for each power of \(y_{t-i}\) data. An \(\varepsilon_i\) bias value is also considered. Equ. (2) is achieved by simplifying Equ. (1). The sum of \(\varepsilon_i\) is replaced by \(\varepsilon\) in Equ. (2).

\[
Y_t = \varepsilon + \sum_{i=1}^{p} \phi_i Y_{t-i}
\]  

(2)

On the other hand, if the different powers of the \(y_{t-i}\) data are used to predict \(y_t\), this sum will reach a large amount, so in addition to inserting the coefficient, data is also normalized. We consider an equation consisting of two sigmas. One is on the powers of \(y_{t-i}\) and the other on the sum of these values on the preceding \(p\) data. The sum of the two sigmas, which were mentioned above, is considered for every number in the time series. Finally, this equation is presented for modeling in this paper. Equ. (3)(6) need to learn the coefficients. The extended polynomial capability enables the method to satisfy nonlinear time series prediction although, with a much bigger search space, it can be challenging to estimate the parameters. Given that a window with the length \(p\) is used for prediction and also the upper limit of polynomial degree is \(n\), learning is done in a space

<table>
<thead>
<tr>
<th>Dataset</th>
<th>R-squared</th>
<th>Testing RMSE</th>
<th>Training RMSE</th>
<th>Optimal polynomial degree</th>
<th>Optimal window size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunspot</td>
<td>0.839</td>
<td>16.947</td>
<td>13.06</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>Mackey-Glass</td>
<td>0.996</td>
<td>0.007</td>
<td>0.0077</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>S&amp;P 500 stock index</td>
<td>0.988</td>
<td>10.247</td>
<td>10.69</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Monthly milk production</td>
<td>0.992</td>
<td>6.839</td>
<td>5.91</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Monthly closings of the Dow-Jones</td>
<td>0.993</td>
<td>22.549</td>
<td>21.46</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>Monthly critical radio frequencies</td>
<td>0.945</td>
<td>0.320</td>
<td>0.32</td>
<td>3</td>
<td>49</td>
</tr>
<tr>
<td>CO2 (ppm)</td>
<td>0.996</td>
<td>0.357</td>
<td>0.37</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>Monthly Lake Erie levels</td>
<td>0.913</td>
<td>0.336</td>
<td>0.24</td>
<td>3</td>
<td>28</td>
</tr>
</tbody>
</table>

II. PROPOSED MODEL
with the size $p \times n$. This space reaches $(p \times n) + 1$ by inserting the epsilon bias value. This search space is bigger than that of the classic method with $n + 1$ estimation. These coefficients are learned from an optimization perspective. GWO is used to find the best values for these coefficients and epsilon [34].

$$Y_t = \varepsilon + \sum_{j=1}^{n} \sum_{i=1}^{p} w_{ij} Y_{t-i}$$  

(3)

### A. Model Training Level

The training algorithm is as follows:

- Normalizing the data
- Windowing the data: Segmentation into $p$-size data per $Y_t$
- Learning the coefficients with GWO: Calculating the output for each window using Equ. (3) and obtaining RMSE as fitness

where the algorithm input is time series and outputs are the best $\varphi$ and $\varepsilon$.

1) Normalization Phase: In this phase, all the data is placed in the range $[0, 1]$ as follows,

$$d_i = \frac{(x_i - \text{min})}{\text{max} - \text{min}}$$  

(4)

where $\text{min}$ and $\text{max}$ stands for minimum and maximum data, respectively and $d_i$ is the $i$-th data in time series.

2) Windowing Phase: In this section, data is prepared and resized to $p$ to fit in Equ. (3). For example, for time series with the length $L$ and window of 3, windowing consists of each data with its previous two data, and the number of rows is $t = L - p + 1$.

3) Learning the Coefficients: We must obtain the weights for Equ. (3) according to the windowing phase. In the windowing phase, there are $\text{Length} - p + 1$ equations with $(p \times n) - 1$ unknowns (weights) where $\text{Length}$ is the time series size. Weights of these equations are achieved by using an optimizer. The optimizer used here is grey wolf optimization [34].

To code the particles existing in optimization search space (wolves in GWO), an $n \times p$ matrix and an epsilon variable are used. The $n \times p$ matrix shows the weights of particles (wolves) in Equ. (3).

Inputs of the fitness function are trained windowed data and a particle (wolf). By using the coefficients and inserting them in Equ. (3)(6), the RMSE of the trained window is returned as output. RMSE, which calculates the difference between the original time series and the predicted one, is obtained using Equ. (5) where $L$ is the length of time series and $x_i$ and $y_i$ stand for the predicted time series and the normalized original time series, respectively [30]. Algorithm I shows the pseudo-code of the fitness function.

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{L} (x_i - y_i)^2}{L}}$$  

(5)

### B. Model Testing

In this section, outputs of the training data that include best weights and epsilon are used in Equ. (3) to predict the testing data.

### Table II

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mackey-Glass time series</td>
<td>0.007</td>
<td>0.0013</td>
<td>0.0005</td>
<td>0.0009</td>
<td>0.004</td>
<td>0.001</td>
<td>0.035</td>
<td>0.002</td>
<td>0.005</td>
</tr>
<tr>
<td>Monthly milk production per cow</td>
<td>6.839</td>
<td>30.474</td>
<td>29.253</td>
<td>7.931</td>
<td>8.258</td>
<td>9.578</td>
<td>57.717</td>
<td>37838</td>
<td>27.113</td>
</tr>
<tr>
<td>Monthly critical radio frequencies</td>
<td>0.320</td>
<td>0.567</td>
<td>0.613</td>
<td>0.490</td>
<td>0.547</td>
<td>0.651</td>
<td>0.902</td>
<td>0.662</td>
<td>0.652</td>
</tr>
<tr>
<td>CO2 (ppm) at Mauna Loa</td>
<td>0.357</td>
<td>0.731</td>
<td>1.420</td>
<td>0.366</td>
<td>0.56</td>
<td>0.91</td>
<td>1.35</td>
<td>0.812</td>
<td>1.695</td>
</tr>
<tr>
<td>Monthly Lake Erie levels</td>
<td>0.336</td>
<td>0.391</td>
<td>0.374</td>
<td>0.359</td>
<td>0.377</td>
<td>0.458</td>
<td>0.638</td>
<td>0.39</td>
<td>0.402</td>
</tr>
</tbody>
</table>
implementation are then presented. 

Graph row represents the size of the series so the time series was acquired by solving the fourth-order Runge-Kutta algorithm with 1000 points from \( t = 124 \) to \( t = 1123 \) by solving Equ. (6). In addition, the initial conditions \( x(0) \) and \( r \) are set to 1.2 and 17, respectively [31].

\[
\dot{x} = \frac{0.2x(t - \tau)}{1 + x^{10}(t - \tau)} - 0.1x(t) \tag{6}
\]

Each dataset is divided into testing and training. Given that the time series prediction is applied to forecast future data, the time series in the experiments in this paper is broken into two parts of testing and training at one point. This segmentation causes the next \( k \)-th data to be predicted as well as the next data.

\section*{B. Survey of the Effect of Window Size and Polynomial Degree}

This section presents the results of the implementation of the proposed method on the eight databases introduced in the previous section with different window sizes and polynomial degrees. Fig. 1 shows the RMSE levels of the testing data for the sunspot time series. Graph row represents the size of the window and each curve represents a polynomial degree. As the window size and polynomial degree increase, the complexity of the model increases. On the other hand, the search space for learning weights also increases so the optimizer may not be able to produce the optimized results in a limited time. Therefore, test errors are more likely to occur for large \( n \) and \( p \) values with the same number of iterations. Table I presents the best values for polynomial degree and window length for each dataset. Due to the unlimited statistics range of RMSE \((0, +\infty)\), which is not informative about the quality of regression performance individually.
R-squared values are shown in Table I. It can be determined how well the independent variables can account for the variance of the dependent variables, which is defined as follows [58]:

$$ R^2 = 1 - \frac{\sum_{i=1}^{n}(x_i - y_i)^2}{\sum_{i=1}^{n}(\bar{y} - y_i)^2} $$

where $x_i$ is the predicted $i$-th value and $y_i$ and $\bar{y}$ are the original corresponding time series and their means, respectively.

C. Implementation Results After Parameter Tuning

In this section, charts are provided using the best values obtained based on Table I. Fig. 2 shows the original data and also the data that has been predicted by the proposed model over time on the sunspot time series. Fig. 2 contains the predicted training (A) and predicted testing (B) data. Also, to determine the deviation rate of the data predicted from the actual data, scatter plots of the sunspot dataset are shown in Fig. 3.

One of the challenges in nonstationary time series is to obtain periodicity. The periodicity presented in Fig. 2 is obtained by averaging the distance between adjacent peaks (valleys). This frequency (periodicity) is not necessarily nonstationary (periodicity). Therefore, the frequency in the time series might be obtained by multiplying the frequency existing in Fig. 3 to a natural number. By comparing the columns of the periodicity table and the window size in Table I, it can be observed that the defined periodicity is a numerical coefficient of the optimal window size. This coefficient in the Mackey-Glass time series, milk production per cow, monthly critical Mauna Loa, and the model can predict these data as a sum of linear coefficients of the pre-data. But, this value is greater than 1 for datasets of Mackey-Glass time series, monthly closings of the Dow-Jones industrial index, monthly critical radio frequencies, and monthly Lake Erie levels, which means the pattern in the data from the previous window is polynomial.

D. Comparison against other methods

This section compares the proposed method with other state-of-the-art and classical prediction methods in terms of RMSE value. Table II shows the results of this comparison. The classic statistical AR model [6] is suitable for linear time series. However, this method cannot satisfy nonlinear and nonstationary time series, which are more likely to exist in the real world. Therefore, the RMSE results of more complex time series for this method are not as good as those of the other methods. This method has the worst RMSE value in half of the tested time series against other ones. Multiresolution AR model [12] is an extended method of AR model, which uses wavelet theory to break complex time series into multiple linear time series and AR model to them. This method is slightly better than the AR model. Moreover, it is faster than the classic method because of the recurrence scheme, which removes some recomputing stages of estimations. Artificial neural networks and deep learning methods [25],[26] are functional and flexible for the nonstationary time series. But, these methods need a huge amount of data to train in order to make a reliable prediction and be robust. In Table II, RMSE values for these methods have mixed results. The RNN method [26] has the worst accuracy in the S&P stock index time series and is the second-worst method in the CO2 time series. In contrast, it has the best RMSE for the Mackey-Glass time series against other methods. Moreover, ScaleNet-Multiscale Neural Network [25] has average results compared to other methods except for the CO2 Mauna Loa time series, which has the highest error against other ones. The weak results in these methods are caused by not having enough training data in comparison to lots of estimation parameters. Fuzzy methods [27], [30], [31] use fuzzy rules to estimate the parameters of the given function. Although these methods have the closest results to the proposed method, the function-estimation approach in these models can be complicated and does not have robustness and flexibility for many time series. In [26], HFCMs learn via deep learning networks to have the flexibility of the neural networks in addition to the simplicity of the fuzzy methods. For most time series, the suggested modeling technique can provide maximum accuracy and still obtain remarkable predictions for a further time series. In Dow-Jones industrial index time series, the SAE-FCM method has slightly higher RMSE than the proposed method. All other methods have lower RMSE than CLPAR in the Mackey-Glass time series except for the classic AR model. In fact, in all datasets, the proposed method outperforms the classic AR model, which is the model that CLPAR derives from it. Regardless of the Mackey-Glass time series, CLPAR entirely outperforms ANN-based methods and has lower error against fuzzy methods in six out of the seven benchmarks.
IV. CONCLUSIONS

In this paper, we proposed a model for predicting time series. One of the classic models for this purpose is the AR model, which is developed to predict linear time series. The described model is based on the AR model generalized to include nonlinear properties besides linear ones. The classic autoregressive model has a coefficient of previous data. The proposed model also uses the same idea to consider the linear property, and to satisfy the nonlinearity property, we considered coefficients of powers of pre-data. These coefficients learn from training data with a grey wolf optimizer.

The proposed prediction modeling method was applied to several datasets, which yielded satisfactory results. In six out of eight datasets, this model achieved the highest accuracy against other methods. In the remaining dataset, the Mackey-Glass time series, an acceptable error value was achieved in terms of RMSE. It is suggested that other optimizations and learning methods can be used to improve the accuracy of the CLPAR method until better accuracy is achieved in the Mackey-Glass dataset.
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